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Goal: Picture of *Some* Work on the Liar Paradox

- For some time now, we have been working on a (much-delayed) survey of the Liar paradox.
- Not only a huge amount of work, over some 2000 years, but a large number of fundamental ideas in logic, surround the Liar.
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$$\mathcal{M} \models \phi \iff \mathcal{M} \models Tr(\neg \phi).$$
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Note: there may, of course, be some significant fragment of the language for which LEM holds. The idea is simply that LEM does not hold over the entire language.
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D1. Some way of truly ‘classifying’ – in the given language – any ‘indeterminate’ or ‘defective’ or whatever sentences.

D2. Some suitable conditional $\rightarrow$ such that $\phi \rightarrow \phi$ holds for all $\phi$, where ‘suitable’ involves at least Rule Modus Ponens: $\phi, \phi \rightarrow \psi \vdash \psi$.

D3. Avoid ‘revenge’.

(Note: D3, we think, is difficult to evaluate; it depends on complicated issues concerning the role of semantics or model theory. This might be a key point of distinction between the given ‘two views of truth’. Time-permitting, discussion can return to this.)
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On D1: Commenting on ‘Indeterminacy’

Given a Liar, like $L$, that uses transparent truth, consistency precludes saying that $L$ is not (transparently) true. What, then, might one be (consistently) saying when saying that $L$ is ‘not true’?

O1. Ordinary negation, Stronger truth (Struth): $\neg Str(\neg L)$

O2. Stronger negation, ordinary (transparent) truth: $\sim Tr(\neg L)$

O1 is standard (often in the guise of ‘determinately’ operators), and recently explored by Field. (One of us prefers O2, but in a broader paraconsistent setting; we’ll ignore O2 here.)
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Major Issues

One issue is a basic philosophical one:

- Indeterminacy: there’s an issue as to whether any ordinary sense of ‘indeterminacy’ (e.g., vagueness) applies to truth-theoretic paradoxes.

Two other issues are:

- Curry paradox.
- Validity and Truth-Preservation.

We will briefly discuss these last two after briefly touching on the paraconsistent option, since the issues confront both approaches.
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- On the extensional level, one can think of Priest’s $LP$ framework as the dual of $K_3$.
- To get $LP$ from $K_3$, simply designate the ‘middle value’ (intuitively, this is now thought of as cases of overdeterminacy).
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- Normalcy: there *may* be an issue concerning ‘just true’, in some sense the dual problem of the paracomplete approaches. (This is tricky, and related to the general trickiness of ‘revenge’ and one’s philosophy of ‘semantic values’. Time-permitting, discussion can take this up.)

Two other issues, as with the paracomplete, are:

- Curry paradox.
- Validity and Truth-Preservation.
Major Issues

One issue is partly philosophical, partly logical:

- Normalcy: there may be an issue concerning ‘just true’, in some sense the dual problem of the paracomplete approaches. (This is tricky, and related to the general trickiness of ‘revenge’ and one’s philosophy of ‘semantic values’. Time-permitting, discussion can take this up.)

Two other issues, as with the paracomplete, are:

- Curry paradox.
- Validity and Truth-Preservation.
One issue is partly philosophical, partly logical:

- Normalcy: there *may* be an issue concerning ‘just true’, in some sense the dual problem of the paracomplete approaches. (This is tricky, and related to the general trickiness of ‘revenge’ and one’s philosophy of ‘semantic values’. Time-permitting, discussion can take this up.)

Two other issues, as with the paracomplete, are:

- Curry paradox.
- Validity and Truth-Preservation.
We have noted that both paracomplete and paraconsistent approaches to transparent truth confront an issue involving validity and truth-preservation. We *briefly* sketch the issue, leaving further discussion for Discussion Time.
We have noted that both paracomplete and paraconsistent approaches to transparent truth confront an issue involving validity and truth-preservation. We briefly sketch the issue, leaving further discussion for Discussion Time.
Let $\rightarrow$ be the ‘suitable conditional’, however defined.

- Being suitable, $\rightarrow$ satisfies Rule Modus Ponens (RMP):
  $\phi, \phi \rightarrow \psi \vdash \psi$.

- Curry paradox shows that $\rightarrow$ cannot satisfy Conditional Modus Ponens (CMP):
  $\not\vdash \phi \land (\phi \rightarrow \psi) \rightarrow \psi$.
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- Soundness of unrestricted CR and RR plus simple model-theoretic semantics is inconsistent.
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  - Semantics from non-classical logic [recapitulates prior sections, with an eye towards semantics].
  - Radical change of semantic approach [e.g. revision theory—we will not discuss much].
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Familiar Example: Closed-Off Kripke

For $E$ the Kripke minimal fixed point, consider classical model $\langle \mathcal{M}, E \rangle$ (the ‘closed-off Kripke construction).

- Restricted Capture and Release:
  $\langle \mathcal{M}, E \rangle \models (Tr(\neg \phi) \vee Tr(\neg \neg \phi)) \rightarrow (Tr(\neg \phi) \leftrightarrow \phi)$.

- Indeterminacy: $D(\neg \phi) \leftrightarrow Tr(\neg \phi) \vee Tr(\neg \neg \phi)$.

- $L$ has a value in the classical model, but is counted as indeterminate by the semantics of $Tr$.

- Weakens $Tr$-consistency. Have $\neg Tr(\neg L)$, $\neg Tr(\neg \neg L)$.  
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Further Motivation: Indeterminacy Redux

Stronger indeterminacy idea: Liar sentences fail to have semantic values = G(rave) S(emantic) D(efect).

- Take Liar to prove that $L$ is GSD.
- Tarski: GSD = not syntactically well-formed.
- Preferred analogy: failure to express a proposition (e.g. because of failed demonstrative reference).
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Further Motivation: Reflection

- The problem:
  1. Assign $L$ GSD status in face of standard Liar reasoning.
  2. REFLECT on that assignment: observe that it entails $L$ not being true.
  3. OBSERVE: the claim we make in reflection appears to be a perfectly non-defective and correct use of $L$.
  4. Conclude: that $L$ is in fact true.
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The Contextualist Approach

- Embrace reflection, and so unstable semantic status for $L$.
- Appeal to context-dependence to explain this.
- Try to meet $D_1^s$–$D_3^s$.
  - Some success on $D_3^s$: no Strengthened Liar [but, questions about ‘super-Liars’].
  - Some success on $D_2^s$: Capture and Release when appropriate semantic values assigned, relative to context.
  - $D_1^s$ in a hierarchical setting.

- Special questions:
  - Why is $L$ context-dependent?
  - What change in context occurs in reflection?
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Tarski-esque: contextual parameters on truth predicates (Burge, Simmons, etc).

- Less restrictive than Tarski (can import Kripke techniques).
- Hierarchical resolution of D1s.
  - Reflective conclusion: $Tr_{i+1}(\neg L \neg)$.
  - Reporting semantic status is from a different context = level in hierarchy.

Special questions:
- Is there really a parameter?
- What sets it? (Burge: Gricean process.)
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Less Tarski-esque (but still hierarchical): Contextual restrictions in quantifiers (Parsons, Glanzberg).

- Truth not predicates of sentences ‘bare’ in a context-dependent environment.

- To say that a sentence $s$ is true in context $c$ is to say that there is a proposition expressed by $s$ in $c$, and that proposition is true.

- Domain of the propositional quantifier $\exists p$ may be context-dependent.
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- Between the initial conclusion and the reflective one, the domain of the quantifier $\exists p$ must have expanded.

- Relative to the initial context, there is no proposition for the Liar sentence to express.

- But once the step of reflection is taken, there are more propositions available, including one which $L$ can express in the new, expanded context.

- What proposition:
  - Reflective conclusion: $L^c$ doesn’t express a proposition in $c$.
  - This claim expresses a proposition from a reflective context.
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