Regulation of Burst Dynamics Improves Differential Encoding of Stimulus Frequency by Spike Train Segregation
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Mehaffey WH, Fernandez FR, Maler L, Turner RW. Regulation of burst dynamics improves differential encoding of stimulus frequency by spike train segregation. J Neurophysiol 98: 939–951, 2007. First published June 20, 2007; doi:10.1152/jn.00423.2007. Distinguishing between different signals conveyed in a single sensory modality presents a significant problem for sensory processing. The weak electric fish Apteronotus leptorhynchus use electrosensory information to encode both low-frequency signals associated with environmental and prey signals and high-frequency communication signals between conspecifics. We identify a mechanism whereby the GABA_B component of a feedback pathway to the electrosensory lobe is recruited to regulate the intrinsic burst dynamics and coding properties of pyramidal cells for these behaviorally relevant input signals. Through recordings in an in vitro slice preparation and a reduced model of pyramidal cells, we show that recruitment of dendritic GABA_A currents can shift the timing of a backpropagating spike and its influence on an intrinsic burst mechanism. This regulation of burst firing alters the coding properties of pyramidal cells by improving the correlation of burst and tonic spikes with respect to low- or high-frequency components of complex stimuli. GABA_B modulation of spike backpropagation thus improves the segregation of burst and tonic spikes evoked by simulated sensory input, allowing pyramidal cells to parcel the spike train into coding streams for the low- and high-frequency components. As the feedback pathway is predicted to be activated in circumstances where environmental and communication stimuli coexist, these data reveal a novel means by which inhibitory input can regulate spike backpropagation to improve signal segregation.

INTRODUCTION

A common problem faced by sensory systems is how to filter and parse complex stimuli within a single sensory modality to recognize and categorize behaviorally relevant signals from a complex sensory environment. Perhaps the simplest way of accomplishing this is to segregate the response of central neurons to primary afferent input into distinguishable subgroups of spike output. Pyramidal cells in the electrosensory lateral line lobe (ELL) of the weakly electric fish Apteronotus leptorhynchus display two modes of firing. One mode consists of a tonic firing regime characterized by regular spiking evoked by weak input currents. As injected current increases, the firing rate increases and eventually the cell progresses into a burst firing mode (Lemon and Turner 2000; Turner et al. 1994). The bursting is characterized by an increasing firing rate that terminates in a high-frequency doublet and postburst pause before the cycle begins again. Both types of discharge can be observed in ELL pyramidal cells recorded in vitro or in vivo, and this dendrite-mediated mechanism has been shown to segregate the spike train such that bursts code preferentially for low-frequency events (Oswald et al. 2004), whereas isolated spikes encode broadband inputs, including high frequencies.

Electric fish receive electrosensory signals with varying frequencies and degrees of spatial correlation (Chacron et al. 2003; Doiron et al. 2003). In general, spatially “local” stimuli are related to prey or environmental objects; movement of the fish past these objects generates low-frequency signals (MacIver et al. 2001). In comparison, spatially correlated “global” inputs are related to important conspecific signals for communication, including “chirps,” and beat frequencies generated by the difference in the frequency of electric organ discharge (EOD) between different fish (usually >20 Hz) (E. Fortune, personal communication). These often contain most of their power at high frequencies (Zupanc et al. 2006). One effect of spatially correlated inputs is the recruitment of a direct inhibitory feedback pathway to the ELL (Doiron et al. 2003, 2004) that activates both GABA_A and GABA_B receptors on pyramidal cells (Berman and Maler 1998b). Of course, communication inputs do not preclude the existence of locally occurring prey-like signals, particularly because these fish and related species often forage in small groups (Tan et al. 2005; E. Fortune, personal communication). Distinguishing between these different signals within a single sensory modality is a significant problem, analogous to the “cocktail party effect” discussed in human auditory processing (Cherry 1953; Haykin and Chen 2005), where specific frequencies within an input must be parsed.

Pyramidal cells of the ELL process electrosensory information and are part of a direct closed loop feedback pathway with cells in the more rostral nucleus praecuneominalis (nP). Briefly, pyramidal cells send efferents to the nP bipolar cells, which in turn send inhibitory (GABAergic) fibers back to the ELL through the tractus stratum fibrosum (StF) (Berman and Maler 1999; Maler and Mugnaini 1994) (Fig. 1A). This pathway is known to activate both GABA_A and GABA_B receptor-mediated inhibitory postsynaptic potentials (IPSPs) through Cl^- and K^+ conductances in pyramidal cells, respectively (Berman and Maler 1998b). The observed currents arise from synaptic contacts onto the somata and proximal apical dendrites of both types of ELL pyramidal cells, the basilar and nonbasilar pyramidal cells (Maler and Mugnaini 1994) (Fig. 1A). The fast GABA_A conductance has been shown to induce a gamma
frequency oscillation in pyramidal cells due to a negative feedback that is recruited when the fish is exposed to electric fields with a spatial configuration similar to electrocommunication signals (Doiron et al. 2003, 2004; Lindner et al. 2005). The oscillation evoked by this input is on the order of 30–50 Hz, and the GABAB currents recorded in pyramidal cells have a duration of ~500 ms (Berman and Maler 1998b), far too slow to be involved in the genesis of this oscillation. The role of the slow GABAB component of this feedback pathway has thus not yet been identified.

We have shown previously that the burst mode of firing is caused by an interplay between somatic and dendritic spikes that involves a progressive shift in their temporal separation during repetitive discharge (Fernandez et al. 2005b). We now show that the latency between somatic and dendritic spikes and the related burst discharge can be regulated by dendritic GABA_B inhibition from the descending feedback pathway. This regulation of the burst dynamics leads to an improved segregation of burst and isolated spike coding for low- and high-frequency input, respectively, a process that may regulate signal processing in vivo.

METHODS

Preparation of slices

Weakly electric Brown Ghost knife fish (A. leptorhynchus) were obtained from local importers and maintained at 26–28°C in fresh water aquaria in accordance with protocols approved by the University of Calgary Animal Care Committee. All chemicals were obtained from SIGMA (St. Louis, MO) unless otherwise noted. In all cases, recordings were obtained from separate pyramidal cell somata or apical dendrites in vitro slices. Animals were anesthetized in 0.05% phenoxyethanol, and ELL tissue slices of 300- to 400-μm thickness were prepared as previously described (Turner et al. 1994). Slices were maintained by constant perfusion of artificial cerebrospinal fluid (ACSF, 1–2 ml/min) and superfusion of humidified 95% O2-5% CO2 gas. ACSF contained (in mM) 124 NaCl, 3 KCl, 25 NaHCO3, 1.0 CaCl2, 1.5 MgSO4, and 25 d-glucose, pH 7.4. Pharmacological agents were ejected locally from a pressure micropipette containing HEPES-buffered ACSF (in mM) 148 NaCl, 3.25 KCl, 1.5 CaCl2, 1.5 MgCl2, 10 HEPES, and 25 d-glucose, pH 7.4.

Stimulation and recording procedures

Glass microelectrodes were backfilled with 2 M KAc (pH 7.4; 90–120 MΩ resistance) and in some recordings, contained 2% Neurobiotin (Vector Labs). Separate recordings were made from dendritic or somatic compartments of ELL pyramidal cells (n = 56) in the two largest ELL segments receiving primary afferent input from P-units (centrolateral and centromedial segments) (Maler et al. 1991). Somatic recordings were made from the pyramidal cell layer and dendritic recordings at the boundary of an easily recognized feedback fiber tract, the stratum fibrosum (StF), and molecular layer containing the apical dendrites of pyramidal cells (Turner et al. 1994). When neurons had been filled with Neurobiotin, the slices were fixed in 4% paraformaldehyde in phosphate-buffered saline and subsequently reacted with streptavidin-conjugated Cy3 in 1.0% Triton-X 100 and 2% DMSO for 48 h for visualization on an Olympus FV300 BX50 confocal microscope. We were therefore able to classify pyramidal cells as basilar (E cell) or nonbasilar (I cell) types. Cell fills were successful in ~55% of cases, giving a total number of 13 nonbasilar cells and 16 basilar pyramidal cells.

Recordings were digitized using a NI PCI-6030E DAQ board (National Instruments, Austin TX). Intracellular stimuli were delivered, and data were recorded in custom software using the Matlab data-acquisition toolbox (Mathworks, Natick MA). Dendritic and somatic recordings were distinguished by the placement of the electrode and from the spike waveform [dendritic spikes in the ELL display a minimal afterhyperpolarization (AHP) and a wider half-width than somatic spikes (Turner et al. 1994)]. Antidromic activation was accomplished with stimulation of the plexiform layer (PL, Fig. 1A) using a bipolar tungsten electrode and a fiber pathway exclusively containing pyramidal cell axons that allows specific activation of pyramidal cells (Turner et al. 1994). For dendritic recordings, the
electrode was placed in or slightly above the SI, a ~50-µm-wide fiber tract immediately dorsal to the pyramidal cell layer (PCL, Fig. 1A). We therefore believe our dendritic recordings to be within ~100 µM of the soma, although exact distances cannot be precisely known for each recording. Stimulation of the inhibitory component of the SI feedback pathway was accomplished by placing the stimulating electrode at its ventral edge in the presence of 6,7-dinitroquinoxaline-2,3-dione (DNQX), and D (-)-2-amino-5-phosphonovaleric acid (AP-5) to block excitatory neurotransmission, as previously reported (Berman and Maler 1998a).

Random amplitude modulations (RAMs) consisted of white noise low-pass filtered to 0–60 Hz. As sensory input in this frequency range is well tracked by the membrane potential of pyramidal cells (Chacron et al. 2003; Middleton et al. 2006), these intracellular current injections serve as good mimics of afferent input associated with natural electrosensory signals. RAMs were given near threshold for firing of the cell, and the SD of the waveform was adjusted to give firing rates of 10–25 Hz, which is typical of these cells in vitro (Bastian 1999). Assessments of rheobase for tonic and burst spiking were assessed through a series of 250-ms step until burst threshold was reached (~1 nA), with 2 s between pulses. Baclofen has previously been shown to activate GABA<sub>B</sub> receptors in this preparation and was focally ejected (100 µM) into the PCL using electrodes of 1- to 2-µm tip diameter and 7–15 psi pressure ejection as previously described (Berman and Maler 1998b,c; Turner et al. 1994). A visual estimate of the radius of transillumination. Previous studies have estimated a ~10 times dilution factor to obtain effects consistent with bath application (Turner et al. 1991, 1994). Pharmacological agents were dissolved in HEPES-buffered ACSF.

**Data analysis**

All electrophysiological data were analyzed in Matlab R2006a (Mathworks). Spike threshold was obtained from the first derivative of the voltage waveform. Data were plotted in Origin (OriginLab, Northampton MA).

Spikes trains were partitioned into bursts and isolated spikes using an interspike interval (ISI) histogram method and ISI discrimination criterion of 8 ms in agreement with previous work that established that these ISIs are associated with the conditional propagation of dendritic spikes that characterize bursting (Lemon and Turner 2000). This is consistent with previous studies examining in vitro time-varying inputs as burst ISIs can be readily defined using this value given the consistency of burst output between cells in vitro (Oswald et al. 2004). Bursts and isolated spike trains were digitized into binary trains and their mean subtracted (Rieke 1997). Coherence estimates between the digitized spike trains and the original RAM stimulus were calculated as

\[ C(f) = \frac{P_{ss}(f)}{P_{ss}(f)P_{ss}(f)} \]

where \( P_{ss} \) and \( P_{rs} \) denote the power spectrum of the stimulus and the response, and \( P_{ss} \) denotes the cross-spectrum between the stimulus and response (e.g., the spike train) and \( f \) is frequency measured in hertz. Statistical significance was determined using paired \( t \)-test unless otherwise noted and expressed as means ± SE. Statistical significance for ANOVA was determined using Tukey’s HSD.

**Simulations**

Simulations were constructed in MatLab 7 using a fourth-order Runge-Kutta algorithm with a time step (dt) of 0.005 ms. All bifurcation analyses were done using the XPP-AUTO package (Doedel 1981; Ermentrout 2002). Our model consisted of a reduction of an ELL pyramidal cell to two compartments (soma and dendrite) that has previously been used to describe bursting in this system (Fernandez et al. 2005b). Our model was described by the following equations

\[ m_s = \frac{1}{1 + e^{-(V - V_{th})}} \]  

(1)

somatic Na\(^+\) activation

\[ \frac{dh_{s}}{dt} = -h_s + h_0(V) \]  

(2)

somatic Na\(^+\) inactivation

\[ h_{ds} = \frac{1}{1 + e^{-(V - V_{th})}} \]  

(3)

somatic Na\(^+\) steady-state inactivation and K\(^+\) activation

\[ \frac{dm_d}{dt} = -m_d + m_0(V) \]  

(4)

dendritic Na\(^+\) activation

\[ m_{ds} = \frac{1}{1 + e^{-(V + 46.755)}} \]  

(5)

dendritic steady-state Na\(^+\) activation

\[ \frac{dh_d}{dt} = -h_d + h_0(V) \]  

(6)

dendritic Na\(^+\) inactivation

\[ h_{dd} = \frac{1}{1 + e^{-(V + 55)}} \]  

(7)

dendritic steady-state Na\(^+\) inactivation

\[ \frac{dn_d}{dt} = -n_d + n_0(V) \]  

(8)

dendritic K\(^+\) activation

\[ n_{ds} = \frac{1}{1 + e^{-(V + 301.6)}} \]  

(9)

dendritic steady-state K\(^+\) activation.

All time constants in the model were voltage-dependent and described by a Lorentzian function as used in a previous study (Fernandez et al. 2005a)

\[ r(V) = y_0 + \frac{2Aw}{4\pi(V - V_{th})^2 + w^2} \]  

(10)

for \( h_s; V_c = -64, w = 28, A = 232, y_0 = 0; \)

for \( m_d; V_c = -45.7, w = 26, A = 7.4, y_0 = 0; \)

for \( h_d; V_c = -60, w = 43, A = 301.6, y_0 = 0; \)

for \( n_d; V_c = -40, w = 30, A = 70, y_0 = 0.4. \)

Voltage in the somatic (\( V_s \)) and dendritic (\( V_d \)) compartments was integrated according to

\[ C_s \frac{dV_s}{dt} = \frac{(V_s - V_{th})}{\kappa_R} + I_s - g_{Na}m_s^3h_s(V_s - E_{Na}) - g_K(1 - h_s)^4(V_s - E_K) \]  

\[ - g_{ABar}(V_s - E_{Bar}) - g_{Adk}(V_s - E_{d}) \]  

(11)

\[ C_s \frac{dV_d}{dt} = \frac{(V_d - V_{th})}{(1 - \kappa)R} + g_{Na}m_d^2h_d(V_d - E_{Na}) - g_K(1 - h_d)^4(V_d - E_K) \]  

\[ - g_{ABar}(V_d - E_{Bar}) - g_{Adk}(V_d - E_{d}) \]  

(12)

Constants in the somatic and dendritic compartments consisted of the following: \( C_s = 1.2 \mu F/cm^2, C_d = 3.5 \mu F/cm^2, R = 2/3 \) kΩ/cm², \( \kappa = \)
When stimulated with steps of intracellular current injection, ELL pyramidal cells generally begin firing tonically and with increasing current, shift into a burst firing mode (Fig. 1B). Bursting is characterized by a progressive decrease in the ISI, terminating in a fast pair of spikes (“doublet” of 3–10 ms ISI) followed by a burst AHP (bAHP) (Lemon and Turner 2000). This resets the burst cycle, causing a brief pause before the cycle begins again (Fig. 1B, arrows). The range of current injections between spike threshold and bursting is defined as the tonic range of firing (see Fig. 1D, gray dashed line). To examine the effects of GABA\textsubscript{B} activation, we applied baclofen (100 \mu M) as a selective GABA\textsubscript{B} agonist to the ELL PCL through focal pressure ejection from a small-tipped pipette. Note that because GABAergic afferent axons from nP bipolar cells travel along the ventral StF, we could not use the StF as a barrier to segregate somatic and dendritic effects of ejected drugs as in previous studies (Mehaffey et al. 2005; Noonan et al. 2003; Turner et al. 1994). Therefore the possible locus for our observed baclofen effects include the activation of receptors at pyramidal cell soma and the most proximal regions of the apical and basilar dendrites (Maler and Mugnaini 1994).

Pressure ejections of baclofen in the PCL rapidly evoked a decrease if not a complete elimination of the tonic firing range of pyramidal cells. Rather cells could repetitively fire spikes doublets from the onset of firing instead of exhibiting the normal range of tonic firing and then bursting (Fig. 1B2). Figure 1D shows a representative FI plot displaying the full range of firing behaviors before and after baclofen ejections. As injection current increased in control conditions, pyramidal cells fired faster and eventually began to burst. After baclofen ejection, the tonic range of firing was abolished, and cells began to burst immediately on crossing rheobase, effectively lowering the threshold for bursting (Fig. 1, B–D). Although not all cells showed a direct transition to bursting (n = 4 of 11), all pyramidal cells examined displayed a compression of the tonic firing regime, with an average 69 ± 5% decrease in the tonic range of firing (P < 0.01; n = 11; Fig. 1C). Neurobiotin labeling showed that these effects occurred in both basilar and nonbasilar classes of pyramidal cells (n = 4 nonbasilar, n = 3 basilar).

Further, on activation of inhibitory receptors, there was a corresponding increase in rheobase of 120 ± 40 pA (P < 0.05). Although this is consistent with the predicted effects of inhibition, a compression of the tonic firing regime is distinct from the effects of inhibition in other cells. Most often, inhibition leads to a subtractive change in rheobase but does not alter the firing dynamics of the cell (e.g., Mehaffey et al. 2005; Ulrich 2003). In this case, inhibition was able to qualitatively alter the firing behavior of ELL pyramidal cells.

**GABA\textsubscript{B} pathways in the ELL**

The GABA\textsubscript{B} receptors affected by baclofen ejection could correspond to those normally activated by the direct feedback pathway through the StF that synapses on the soma and proximal apical dendrites of pyramidal cells or by inputs from ovoid cells which synapse on the basal dendrites of basilar pyramidal cells (Bastian et al. 1993; Berman and Maler 1999; Maler and Mugnaini 1994). As the basilar dendrite does not contribute to the burst mechanism in pyramidal cells (Turner et al. 1994), we can reduce the possible loci of GABA\textsubscript{B} inhibition that promotes burst discharge in basilar pyramidal cells to either the soma or the proximal apical dendrite. Nonbasilar pyramidal cells exclusively receive GABA\textsubscript{B} mediated inhibition from nP bipolar cells (Berman and Maler 1998c). Because we observe compression of the tonic firing regime in both basilar and nonbasilar pyramidal cells, we suggest that the nP bipolar cell direct feedback pathway is the source of input to activate the GABA\textsubscript{B} currents mediating our results.

**Stimulation of the StF can regulate burst threshold**

To more rigorously test whether the StF is the source of the inhibition that regulates bursting, we compared the firing of pyramidal cells without, or immediately after, activation of the StF fiber bundle (10X stimulation at 100 Hz). Stimulation of this pathway in the presence of DNQX generated an isolated slow, long-lasting IPSP of ±500 ms (Fig. 2A). The apparent absence of fast IPSPs is likely due to the cell being held near the reversal potential for chloride (approximately −70 mV) (Berman and Maler 1998a) during stimulation. This slow IPSP has been previously shown to be GABA\textsubscript{B} receptor mediated and is sensitive to common GABA\textsubscript{B} antagonists (Berman and Maler 1998b). By pairing StF stimulation with a 200-ms depolarizing current pulse timed such that it overlapped the peak of the IPSP (after 50- to 100-ms delay after the end of the stimulus train), we were able to compare the firing frequency and burst thresholds of pyramidal cells with and without activation of the StF GABA\textsubscript{B} pathway (Fig. 2B). As found for baclofen ejections, stimulating the StF inhibitory pathway significantly compressed the tonic firing regime and increased the rate of burst firing (Fig. 2C). The tonic firing range was compressed to 62 ± 8% of the control range (P < 0.01, n = 5). Although no cells transitioned directly to bursting, this is consistent with the expected incomplete recruitment of GABA\textsubscript{B} receptors during 100-Hz stimulation (Berman and Maler 1998b). Most importantly, these results suggest that direct StF stimulation of inhibitory inputs produces similar results to that evoked by focal pressure ejection of baclofen, confirming that the direct feedback pathway is sufficient to activate the necessary mechanisms to regulate burst output via GABA\textsubscript{B} receptors in the somatic and proximal dendritic region of pyramidal cells.
Two-parameter bifurcation suggests a dendritic locus for GABA_B-mediated burst regulation

To analyze possible mechanisms for GABAergic compression of the tonic range of firing, we used a reduced two-compartment model of the ELL pyramidal cell that has been shown to accurately reproduce the dynamics of pyramidal cell bursts (Fernandez et al. 2005b). This model included primarily currents underlying spike discharge (Na^+, K^+) in both the somatic and apical dendritic compartments that were coupled through a resistance (Fig. 3A; see METHODS). We began by performing a two-parameter bifurcation analysis on the model using XPPAUT (Doedel 1981; Ermentrout 2002). Briefly, the two-parameter bifurcation allows us to track either the saddle node of fixed points (SNFP) or the saddle node of limit cycles (SNLC) bifurcation as a function of two parameters in the model (1 of the 2 possible GABA conductances g_{GABAB}, g_{GABA_A} and the driving current I). These bifurcations correspond to the transition from quiescence to tonic spiking and

from tonic spiking to bursting, respectively (Fernandez et al. 2005b). We modeled GABAB receptor activation as a tonic K^+ conductance in either the dendritic compartment (g_{dGABAB}) or somatic compartment (g_{sGABAB}) and examined the effects of depolarizing the model through current injection (Fig. 3A).

When we performed a two-parameter bifurcation analysis using GABA_B conductances placed somatically, we observed no change in the distance between the fold points associated with firing threshold and burst threshold—both points were right shifted by an equal amount (Fig. 3B). After GABA_B conductances were placed in the dendrites, we observed a compression of the tonic firing regime that increased with the level of dendritic GABAB conductance (g_{dGABAB}; Fig. 3C). This compression continued until the tonic regime was completely extinguished at g_{dGABAB} ~ 0.4 mS/cm^2, defining the region of parameter space where the tonic firing regime was abolished. The transition to burst threshold was still through a saddle node of fixed points, so the cell still conformed to type

![Fig. 3. Two parameter bifurcation analysis of a reduced compartmental model using driving current (I) and GABA conductances as test parameters. A: schematic diagram listing the currents involved in the 2-compartment model. R represents a coupling coefficient between somatic and dendritic compartments. B and C: addition of GABA_A conductance (E_{rev} = -88.5 mV) to the soma (B) raises tonic firing and burst threshold but fails to compress the tonic range of firing. However, addition of this conductance to the dendrites (C) leads to a significant compression of the tonic range of firing and promotes an earlier shift to bursting. D and E: when a conductance reversing at -70 mV (E_{cl}, GABA_A-like) is added to the soma, no compression of the tonic region is noticeable. A minor compression can be seen after addition of large amounts of the GABA_A conductance to the dendritic compartment. F: expanded view of the 2-parameter bifurcation for the GABA_A conductance showing that large amounts of inhibition are able to compress the tonic firing regime but require a larger conductance than that for the GABA_B conductance. Note in particular, that the tonic firing regime collapses much more suddenly in the GABA_A condition as opposed to the graded compression observable in the GABA_B condition (C).](https://www.jn.org/content/98/8/943/F3.large.jpg)
I excitability (e.g., the model remains capable of an infinitely slow approach to threshold) (Rinzel and Ermentrout 1998). However, now each time that the cell crossed threshold, two spikes (the “doublet”) were created rather than one.

We note that our reduced model produced a large increase in firing threshold compared with our results from in vitro recordings on activation of dendritic GABAB conductance. This discrepancy is due to the \( \kappa \) term in the model, which represents a relatively larger influence of the dendrite as compared with the soma. Although necessary to allow for the reduction of the entire dendrite to a single compartment, this leads to an overestimate of the effect of inhibitory dendritic conductances on the firing threshold of the cell. This reduction is valuable, however, in that it allows us to perform the types of analysis discussed in the preceding text, in particular the two-parameter bifurcation analysis, and has generated significant insights in both our system (Doiron et al. 2002; Fernandez et al. 2005b), and others (Pinsky and Rinzel 1994; Wang 1999). It has been shown previously that in spatially extensive models and in real cells, dendritic inhibition in fact has less of an effect on spike threshold (Mehaffey et al. 2005), consistent with our in vitro results. Thus despite the overestimate of the rheobase shifts during dendritic inhibition, the model was able to reproduce the key salient feature (a compression of the tonic firing regime). Further, as we show in the following text, the model also correctly predicts many features of dendritic inhibition on cell dynamics and coding properties.

Pyramidal cells also receive Cl\(^{-}\)-mediated inhibition through GABA\(_{A}\) conductances from a wide variety of feedforward and feedback pathways that contact both the soma and dendrites (Berman and Maler 1998a, 1999). We therefore again carried out a two-parameter bifurcation but instead using an inhibitory conductance meant to replicate Cl\(^{-}\)-mediated GABA\(_{A}\) inputs. When the GABA\(_{A}\) conductance was distributed somatically (\( g_{s,GABA_{A}} \)), no compression of the tonic firing regime was obtained (Fig. 3D), whereas a dendritic distribution (\( g_{d,GABA_{A}} \)) led to only a slight compression of the tonic firing regime within an equivalent range (Fig. 3E). Dendritic GABA\(_{A}\) was eventually able to abolish the tonic firing regime, but only at much larger conductances (Fig. 3F). To examine the possibility of GABA\(_{A}\) modulation of pyramidal cell bursting, we ejected muscimol (100 \( \mu \)M), a selective GABA\(_{A}\) agonist, to the PCL. As predicted by the model, muscimol failed to compress the firing regime of pyramidal cells significantly (\( 9 \pm 27\% \) of control, \( P > 0.05, n = 13; \) data not shown). Interestingly, the model predicts a more abrupt collapse of the tonic firing regime with GABA\(_{A}\) as compared with the more graded response observed with GABA\(_{A}\) inhibition. This may partially account for the lack of any observed effects during application of GABA\(_{A}\) antagonists. Our data and model therefore show that within the physiological conductance range, hyperpolarization caused by GABA\(_{A}\) inhibition at either proximal apical dendritic or somatic sites is not capable of compressing the tonic firing range.

Biophysical interpretation of burst regulation

The effects of GABA\(_{B}\) activation on actual spike output is summarized in Fig. 4. As documented in Fig. 3, B and C, adding a somatic GABA\(_{B}\)-like inhibitory conductance (\( g_{s,GABA_{B}} \)) to the model was ineffective at producing a shift to burst firing (Fig. 4, A and B). By comparison, dendritic GABA\(_{B}\)-like inhibition (\( g_{d,GABA_{B}} \)) replicated the decrease in tonic range of firing and the transition to a pure doublet mode of firing observed in our experimental results (Fig. 4C). Our model thus suggests that the GABA\(_{B}\)-induced compression of the tonic firing range seen experimentally is due to inhibition of the apical dendrite. We therefore suggest that the compression of the tonic firing regime recorded in vitro requires activation of dendritic GABA\(_{B}\) receptors from the nP bipolar cell feedback pathway.

The change in the dynamics of pyramidal cell output invoked by dendritic GABA\(_{B}\) conductances can be understood if we consider the normal dynamics of bursting in this system. Normally, spikes in ELL pyramidal cells are initiated near or at
the soma and backpropagate along the dendrite. The dendritic spike is broader and occurs with a delay relative to the somatic spike. The resulting voltage discrepancy between the somatic and dendritic compartments causes a dendro-somatic current flow (Fig. 4E), giving rise to a depolarizing afterpotential (DAP) at the soma. In the normal dynamics, burst doublets result when repetitive firing promotes a gradual shift in the dendritic spike rate of rise due to sodium channel inactivation (Fernandez et al. 2005a). The progressive delay in the peak of the dendritic spike acts to delay dendro-somatic current flow sufficiently such that the DAP falls outside of the somatic refractory period, causing a second somatic spike (Fig. 4E). The ISI of the somatic spike doublet, however, falls within the refractory period of apical dendrites, resulting in the conditional backpropagation that terminates a burst.

The effects of dendritic GABAB receptor activation could result through membrane hyperpolarization or the underlying conductance change. However, the model suggests that a shift to burst output does not require any change in membrane conductance as the transition could be produced by hyperpolarizing dendritic current injection (Fig. 4D). In the model, the effects of dendritic hyperpolarization were distinct in that membrane potential shifts lower than −75 mV augmented the transition to burst by imposing an initial delay in the onset of the dendritic spike rather than slowing the rate of rise of the dendritic spike. As a result, the dendritic depolarization extended beyond the somatic refractory period to force a second spike, signifying the transition to burst firing (Fig. 4E). In comparison, CT-mediated GABA_b conductances in the model with a reversal potential more depolarized than −75 mV do not hyperpolarize the dendrite sufficiently to delay the dendritic spike or invoke a graded compression of the tonic firing regime. The model thus provides a directly testable hypothesis for how the pyramidal cell may change its behavior after activation of GABA conductances. Briefly, hyperpolarizing dendritic inhibition through GABA_b Receptor activation should delay the dendritic spike in a voltage-dependent manner.

Dendritic inhibition selectively delays the onset and peak latency of dendritic spikes

To test the preceding hypothesis, we carried out recordings from pyramidal cell proximal dendrites near or within the StF. In control conditions, the dendrite had a mean resting potential of −64.5 ± 1.1 mV (n = 5). After application of baclofen, the dendrite hyperpolarized to −81.4 ± 1.8 mV (Fig. 5A; P < 0.05). This hyperpolarization occurred along with an increase in latency of 0.87 ± 0.14 ms (P < 0.05; n = 4) between the antidromic stimulus and the peak of the dendritic spike. However, the shift in dendritic spike latency was not accompanied by a decrease in the rate of rise of the evoked spike (2 ± 5.0%; n = 4, P > 0.05). In comparison, under these circumstances, the soma hyperpolarized by only 4.7 ± 1.5 mV (n = 11), consistent with the degree of somatic hyperpolarization ob-

![Figure 5](https://www.jn.org/...)

**FIG. 5.** Hyperpolarization delays the onset and peak of dendritic spikes in pyramidal cells. **A:** superimposed representative recordings of antidromic dendritic or somatic spikes before and after pressure application of baclofen (100 μM) in the pyramidal cell layer (PCL). Baclofen induces a large membrane hyperpolarization at dendritic sites and a pronounced increase in the delay of dendritic spike onset and peak latency with no change in spike rate of rise. By comparison, baclofen has little effect on somatic membrane potential, spike latency or rate of rise. **Inset:** superimposed control and test dendritic spikes aligned for comparison of spike rate of rise. Stimulus artifacts are truncated. **B:** plot of average increase in latency to peak of dendritic or somatic spikes before and after baclofen application, showing that spike latency is selectively increased in the dendrite. **C:** representative example from a proximal dendritic recording of antidromic backpropagating spikes evoked from different levels of membrane potential superimposed for comparison. With increasing amounts of hyperpolarization, the onset and peak of the dendritic spike is increasingly delayed without affecting the rate of rise or repolarization. **Inset:** all records superimposed and aligned to spike peak. **D:** plots of the increase in spike latency observed in all dendritic recordings at varying holding potentials (n = 11). The region designated by corresponds to the range of increases in dendritic spike latency previously observed during burst discharge (Fernandez et al. 2005b), indicating that the shifts in dendritic spike latency during hyperpolarization are representative of those known to occur during repetitive activity. **E:** summary plot of dendritic spike data shown in D, indicating that a significant increase in dendritic spike latency occurs at voltages below approximately −72 mV. Data in E were binned in 5-mV increments.
erved during stimulation of the inhibitory StF feedback pathway (Berman and Maler 1998b). In addition, the somatic antidromic spike did not display a significant change in delay (0.02 ± 0.05 ms of control, n = 3, P > 0.05) or rate of rise during baclofen application (Fig. 5, A and B). This confirms that inhibition due to baclofen application is insufficient to delay the somatic spike and yet has a substantial effect on dendritic spike latency.

To determine if these effects on dendritic spike latency were attributable to the baclofen-induced conductance change or membrane hyperpolarization per se, we varied the resting potential of dendritic membrane through DC injections. Cells were held between −55 and −85 mV, and spikes were generated antidromically to measure the delay between the stimulus and evoked spike. Here we found that injecting hyperpolarizing current also increased the peak delay of the antidromic dendritic spike in a voltage-dependent fashion by up to ∼1.5 ms. Notably this hyperpolarization did not change the rate of rise of the dendritic spike (4 ± 3% change between the least and most hyperpolarized recordings, Fig. 5C, insets, P > 0.05). Spike delay was not significantly increased for voltages ranging between −55 and −72 mV (P > 0.05, 1-way ANOVA) but showed a significant increase in delay when the resting membrane voltage was held at potentials of −75 mV or lower (0.28 ± 0.06 ms, P < 0.05, 1-way ANOVA) and increased further as the voltage approached −85 mV (0.57 ± 0.08 ms, P < 0.05, 1-way ANOVA, Tukey’s HSD; Fig. 5, D and E). Importantly, the delays in dendritic spike latency measured for either baclofen application or the more hyperpolarized holding potentials were within the range of those previously measured during repeated high-frequency antidromic stimulation (100 Hz, Fernandez et al. 2005b). The shifts in dendritic spike latency thus fall within the normal range of increased delays that occur during burst discharge (Fig. 5D, shaded area, 0.2- to 0.7-ms increase in latency (data from Fernandez et al. 2005b). Sufficient dendritic hyperpolarization (below approximately −72 mV) is thus capable of generating the delays observed during the repetitive firing leading up to bursts and is consistent with the greater activation of GABA B-induced hyperpolarization of dendritic membrane.

Taken together, these results suggest that, as in the model, GABA B activation in pyramidal cells leads to a hyperpolarization of the dendrite, which in turn selectively delays the peak latency of the dendritic spike. By increasing the soma-dendritic spike delay the backpropagating spike can immediately transition the cell to burst firing through its influence on the somatic DAP.

**Compression of the bursting regime alters spike train segregation**

After analyzing the mechanism responsible for GABA B regulation of pyramidal cell bursting, we proceeded to determine the possible effects on information transmission in the ELL. In response to time-varying stimuli, the burst mechanism produces a bimodal ISI distribution that distinguishes bursts and isolated spikes of spike trains both in vivo and in vitro (Gabbiani et al. 1996; Oswald et al. 2004). It has previously been shown that bursts preferentially code for low-frequency (e.g., prey-like and environmental) components of the stimulus, whereas isolated spikes code for both low- and high-frequency signals related to electrocommunication (Oswald et al. 2004). Our finding of a dendritic GABA B regulation of burst discharge could thus modulate the coding strategies of pyramidal cells.

To test for GABA B regulation of coding, we placed the model into two conditions based on the response to constant current injections. This consists of a control condition (g \(_{\text{GABA B}}\) = 0.0 mS/cm\(^2\)) and a bursts-only condition (g \(_{\text{GABA B}}\) = 0.4 mS/cm\(^2\)). The model was held near threshold as in previous studies (Oswald et al. 2004) and driven with a frozen noise stimulus. These conditions allowed us to examine the effects of increased bursting on the model’s ability to code time-varying inputs. In particular, these effects cannot be explained by the increase in rheobase due to inhibition as the cells were maintained near threshold. Therefore the following results are not due to inhibition causing a failure to respond to weak stimulus components but are due to the change in intrinsic dynamics after dendritic inhibition. As a stimulus, we chose frozen RAMs filtered to contain power between 0 and 60 Hz and compared the stimulus-response coherence with or without the dendritic GABA B conductance. Figure 6 plots the coherence between the spike train and the RAM with the spike train parsed into bursts and isolated spike components. When inhibition was placed in the dendrites, inducing the bursts-only regime (g \(_{\text{GABA B}}\) = 0.4 mS/cm\(^2\)), we observed a small increase in the burst coherence with high frequencies (defined as 30–50 Hz, Fig. 6A). This was paired with a large decrease in the coherence of isolated spikes and low-frequency components of the stimulus (defined as 0–20 Hz, Fig. 6B). In comparison, the coherence between isolated spikes and high-frequency components of the stimulus was not decreased.

Thus the nonlinear interaction of dendritic inhibition with the intrinsic dynamics of the two-compartment model is able to significantly affect the coding of inputs. Closer inspection of data records revealed that this occurs because the increased sensitivity of the burst mechanism in the presence of dendritic inhibition prevents small-amplitude, low-frequency inputs from generating isolated spikes, restricting their occurrence to the high-frequency components of the stimulus. Thus isolated spikes are preferentially caused by high-frequency components of the stimulus as the sharp decrease of excitatory input due to fast stimulus downstrokes is able to prevent burst discharge.

**FIG. 6.** Compression of the tonic firing region redistributes spike segregation in the model. The model is driven with a frozen white noise current injection at the soma. And the stimulus-response coherence is calculated for burst and tonic spikes. A: during dendritic inhibition and compression of the tonic range of firing, the stimulus-response coherence for bursts of spikes is slightly increased (gray trace) relative to control (black trace) and remains preferentially coherent with low-frequency components of the stimulus. B: in comparison, coherence between the stimulus and the isolated spikes decreases in the low-frequency regions (gray trace) relative to control (black trace).
This suggests that GABA<sub>B</sub> input to the proximal apical dendrites can switch the cell to a mode where the coding of broad-band signals becomes almost completely segregated such that bursts code for low frequencies and isolated spikes code preferentially for high frequencies.

We tested the model’s prediction in ELL pyramidal cells in vitro by activating GABA<sub>B</sub> receptors with pressure ejection of baclofen while driving the cells from near threshold with an identical frozen RAM stimulus to that used in the model (n = 7). As shown previously (Oswald et al. 2004), a pyramidal cell’s response to a RAM under control conditions reflects an overall broad-band coherence to the stimulus when the combined output of isolated and burst spikes are considered (Fig. 7, left). The specific responsiveness of isolated or burst spikes can then be parsed out for separate consideration as performed for the model. This analysis shows that the response of isolated spikes in pyramidal cells to the RAM stimulus encompasses a relatively broad band component with a small peak in power at ~40 Hz (Fig. 7, left). Burst spikes instead show a preferential coherence to lower frequency components with a peak power ~10 Hz (Fig. 7A).

After baclofen application had compressed the tonic range of firing, we observed effects similar to those predicted by the model with dendritic inhibition (cf. Figs. 6 and 7B). In comparison to control, baclofen application caused a small increase in burst coherence at high frequencies. However, the coherence between isolated spikes and low-frequency inputs was more dramatically reduced (Fig. 7B). We quantified this by comparing the mean coherence for 0–20 Hz (low frequency) and for 30–50 Hz (high frequency) before and after application of baclofen. The coherence between bursts and high-frequency events showed a modest but significant increase (15 ± 8% from control, P < 0.05), whereas coherence between bursts and low-frequency events did not significantly change (0.5 ± 2%, P > 0.05). As predicted by the model, the coherence between isolated spikes and high-frequency events did not change (Fig. 7B; 2 ± 5%, P > 0.05). Rather, the most significant change was in the coherence between isolated spikes and low-frequency events, which decreased by 47 ± 6% relative to control values (Fig. 7B; P < 0.05). We further calculated the burst fraction as the percentage of bursts relative to the total number of spikes. Baclofen induced a significant increase in the burst fraction from 22 ± 4 to 31 ± 7% of all events (P < 0.05). Thus the increase in bursting caused a redistribution of the stimulus-response coherence between bursts and isolated spikes. This allowed a greater segregation of separate components of complex stimuli as summarized in Fig. 7C.

**DISCUSSION**

Distinguishing between different signals imposed simultaneously on a sensory modality is a problem requiring specialized neural systems. In the electric fish, amplitude modulations (AMs) of their electric organ discharge signal are caused both by prey (or inanimate objects) and communication signals from conspecifics. The frequency ranges of AM modulations associated with these signals is very different, however: prey causes low-frequency AMs (<20 Hz), whereas electrocommunication signals can range up to >200 Hz. One mechanism shown to be used by ELL pyramidal cells is to segregate behaviorally relevant frequencies of input by partitioning the spike train into distinct patterns of bursts and isolated spikes (Oswald et al. 2004). Work both in vitro and in vivo has established that bursts code selectively for low frequencies, whereas isolated spikes are broadband and are able to code for the entire frequency range (Doiron et al. 2007; Oswald et al. 2004, 2007). The extensive work completed on the dynamics of spike output in pyramidal cells allowed us to test the specific role of GABA<sub>B</sub> receptors activated by an inhibitory feedback pathway on spike firing and coding in pyramidal cells. The present study shows that the dendritic GABA<sub>B</sub> receptor component activated by descending feedback can regulate a burst mechanism intrinsic to pyramidal cells by shifting the relative timing of somatic spikes and backpropagating spikes to enhance burst output. In doing so, it induces an improved segregation of the spike train output by allowing isolated spikes to code preferentially for the high-frequency range of input sig-
nals. We propose that the resulting increased segregation of spike firing will improve the ability to detect both prey-like objects (bursts) and communication signals (isolated spikes) when these two signals occur simultaneously. Such segregation of spike trains into distinct components related to different elements of the sensory environment may also be considered as a form of figure-ground discrimination, which can also have a strong temporal component (Fahle 1993). Although most commonly studied in the visual system, the auditory system appears to be capable of regulating neural activity in a similar fashion (Fritz et al. 2007). Such spike train segregation may be helpful in separating relevant environmental cues from a complex background, including communication calls and beat frequencies arising from differences in the EOD frequency between nearby fish.

In the context of figure-background discrimination, the mechanism described here allows specific environmental signals (e.g., prey) to be distinguished from a complex background without necessarily suppressing neural activity that represents this background. It should be noted, however, that the shift in rheobase associated with the inhibition observed here may contribute to such a background suppression. As isolated spikes have been proposed to be sufficient for signal reconstruction, whereas bursts detect low-frequency features, the loss of isolated spikes may decrease the ability to accurately encode low-frequency events. Bursts, however, have been shown to be capable of accurately encoding low-frequency events through their ISIs (Doiron et al. 2007; Oswald et al. 2007). This coding may be improved by more reliable bursting in response to low-frequency stimuli. Understanding the final impact of shifts in spike segregation will require a greater understanding of the decoding of pyramidal cell spike trains by target midbrain neurons.

A schematic of our suggested model of the function of the GABA_B feedback pathway is shown in Fig. 8. When a conspecific is present (Fig. 8A), the activation of ELL pyramidal cells by the sensory stimulus recruits the direct feedback pathway from nP bipolar cells (Fig. 8B). This causes both a ~30- to 50-Hz GABA_A mediated oscillation (Doiron et al. 2003) and a more tonic inhibition by the slower GABA_B receptors (Fig. 8C). The longer-lasting GABA_B-mediated hyperpolarization delays the pyramidal cell backpropagating dendritic spike (Fig. 8D) and thereby compresses the tonic firing range. The longer-latency dendritic spike increases a dendrosomatic current flow to increase bursting and allows a greater segregation of information transmission by the spike train. Therefore as a result of the GABA_B inhibitory feedback, isolated spikes now code preferentially for the high-frequency component of the broad band input signal (Fig. 8E).

**Bursting in pyramidal cells**

The burst dynamics of ELL pyramidal cells are well understood (Fernandez et al. 2005b; Lemon and Turner 2000; Turner et al. 1994), have been extensively modeled (Fernandez et al. 2005b; Doiron et al. 2002; Laing and Longtin 2002; Laing et
The effects of inhibition on ELL pyramidal cell spike output are multifaceted. For instance, GABA_A inhibition can cause subtractive or divisive effects on cell output depending on the location of the synapses (Mehaffey et al. 2005). Further, in the intact animal, subtractive somatic inhibition is capable of creating oscillatory activity due to feedback delays (Doiron et al. 2003). GABA_B-mediated inhibition targeting the basal dendrite acts as a low-pass filter to support coding for the envelope of a narrow band high-frequency signal (Middleton et al. 2006). We now show with the present results that the proximal apical dendritic GABA_B receptors (but not GABA_A) can selectively regulate burst dynamics and in relation to activity in a specific feedback pathway. It is thus important to consider not only the type and time scale of inhibition but also the site of synaptic termination to understand the effects of inhibition on both total synaptic input and the cell’s intrinsic firing dynamics.

Differential impacts of somatic and dendritic inhibition on the electrophysiological behavior of neurons have been reported previously (Mehaffey et al. 2005; Vu and Krasne 1992) and may allow different sets of inhibitory interneurons to differentially regulate patterns of spike generation. We previously described how a weaker GABA_A-mediated dendritic inhibition acts to reduce the gain of the F-I relationship in a divisive manner by altering dendritic spike shape (Mehaffey et al. 2005). No reduction in gain on GABA_B receptor activation was observed here or in previous studies (Berman and Maler 1998b). The effects of GABA_A on dendritic spikes were different, however, in that GABA_A receptor activation only reduced the late phase of the dendritic spike, whereas GABA_B conductances increased the relative latency of the dendritic spike. The apparent lack of effect by GABA_B receptors on the late phase of the dendritic spike may simply reflect the more active components of spike discharge in proximal dendritic regions. The earlier study of Mehaffey et al. (2005) focused on
more distal dendritic GABA<sub>A</sub> (∼100 μm) conductances that regulated the shape of the backpropagating spike. Proximal GABA<sub>B</sub> inhibition may be unable to sufficiently regulate the more narrow dendritic spike waveform inherent to more proximal regions of the dendrite, preventing the decrease in gain seen with GABA<sub>A</sub> agonists. The localization of the GABA<sub>B</sub> receptor appears to be primarily dendritic as shown by the increased hyperpolarization of dendritic membrane voltage by baclofen. The somatic membrane hyperpolarization may be due to somatic GABA<sub>B</sub> receptors or to the dendritic inhibition. Somatic GABA<sub>B</sub> receptors would be hypothesized to have a primarily subtractive effect, filtering out small-amplitude signals, but not changing the firing dynamics of the cell significantly.

One further network effect predicted by the anatomy of the ELL (Maler and Mugnaini 1994) involves the inhibition of the VML cells responsible for many of the projections that activate GABA<sub>A</sub> receptors in the proximal apical dendrites (Berman and Maler 1998a). Previous studies suggested that the nP bipolar cell provided input to VML cell somata (Maler and Mugnaini 1994). Because VML cell mediated inhibition reduces the gain of pyramidal cells (Mehaffey et al. 2005), inhibition of this interneuron should, in turn, increase the gain of pyramidal cells.

Relation of bursts to sensory coding

Sequences of patterned isolated spikes have been assumed to be the main channel for information transfer between neurons (Eggermont 1998; Rieke 1997) although the role of bursts in signal coding has begun to be studied, especially in sensory systems (Krahe and Gabbiani 2004). A segregation of spike trains into bursts and single spikes has been observed in electric fish (Gabbiani et al. 1996; Oswald et al. 2004) and in the mammalian visual (Lesica and Stanley 2004; Lesica et al. 2006) and auditory systems (Eggermont and Smith 1996). Remarkably, bursts, but not isolated spikes, predict behavior in an invertebrate preparation (Marsat and Pollack 2006). Bursts have been suggested to code for input slope (Kepecs et al. 2002) and to segregate different components of stimuli (Doiron et al. 2007; Kepecs and Lisman 2003; Oswald et al. 2007). In sensory systems, bursts have been shown to be the preferred response for low-frequency events (Lesica and Stanley 2004; Lesica et al. 2006) and specifically in the ELL for feature detection of low-frequency components of a stimulus (Doiron et al. 2007; Gabbiani et al. 1996; Metzner et al. 1998; Oswald et al. 2004, 2007). As such, burst coding appears to be an extremely common adaptation with clear benefits to information coding. When information is parceled into two distinct ranges of ISIs, the system can take advantage of differences in the postsynaptic threshold for spiking, short-term synaptic plasticity, or the intrinsic dynamics of downstream cells to separate and decode information. Such concepts have been analyzed in more detail elsewhere—in particular that bursts tend to be more reliably timed, show superior feature detection properties, and may be able to more reliably activate downstream cells than single spikes (Gabbiani et al. 1996; Izhikevich et al. 2003; Kepecs and Lisman 2003; Lisman 1997; Metzner et al. 1998).

It has recently been suggested that the slow transition in the burst dynamics (i.e., 3–5 spike/burst) is important when sensory input is comprised of low frequencies characteristic of local prey stimuli (Doiron et al. 2007). In the presence of broadband inputs consistent with both high- and low-frequency signals, pyramidal cells respond predominantly with doublets rather than full bursts (Gabbiani et al. 1996; Metzner et al. 1998; Oswald et al. 2004, 2007). Thus a compression of the tonic firing region and doublet spike discharge detected on GABA<sub>B</sub> receptor activation is consistent with the normal response to broadband inputs. The importance of the full burst dynamics for the processing of signals consisting primarily of low-frequency inputs remains to be more thoroughly examined and will require a study of the synaptic and intrinsic dynamics of midbrain target neurons (torus semicircularis, TS) (Heiligenberg 1991).

We show here that feedback-evoked synaptic currents qualitatively alter the frequency-dependent intrinsic dynamics of ELL pyramidal cells. This regulation of intrinsic pyramidal cell dynamics is predicted to occur in the specific context of communication-like signals, i.e., when these fish are foraging in groups. It has recently been shown in a related electric fish species that behaviorally induced gamma range oscillations actually improve the ability of the animal to detect prey, possibly by inducing short term depression in target cells in the TS (Ramcharitar et al. 2006). We therefore propose that when these fish forage in groups, the bipolar cell-mediated feedback inhibition has three effects that act synergistically to improve the ability of the fish to detect moving prey (low frequency) while also receiving signals from conspecifics (including high frequencies).

First the bipolar cell feedback inhibition (GABA<sub>A</sub> component) evoked by the communication signals will induce a gamma oscillation that will improve the directional selectivity of TS neurons for moving prey. Second, the same inhibitory pathway will, via its GABA<sub>B</sub> component, switch the isolated spikes into coding selectively for the high-frequency communication signals; this segregation will presumably improve the ability of TS neurons to disambiguate prey and communication signals. Third, the bipolar cell inhibition of VML cells will increase the gain of pyramidal cells, again improving their ability to code for the moving prey. Thus the complex interaction of network, synaptic and intrinsic dynamics might be required to generate a simple final result—an enhanced ability for the fish’s detection of prey while foraging in groups.
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